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Figure 1: In our study, participants solved a knowledge task in XR while switching between different locations (from left
to right: meeting room, seating area, standing table, seating area, meeting room). A selection of layout strategies that we
observed is depicted here. The first row shows frames of the recorded video, the second row shows corresponding layout data
reconstructed from the logs. Times are not synchronized.

Abstract
Current Extended Reality (XR) devices are increasingly being used
as productivity tools. Compared to conventional setups, they allow
for more flexibility in dynamic work locations beyond the desktop
while providing a large virtual workspace. Recent research has
explored how users organize digital documents and how virtual
interfaces could be adapted to different locations and scenarios.
However, there has been limited research on how location changes
affect productivity tasks in XR environments and how users man-
ually adapt virtual content layouts after such task interruptions.
To address this, we conducted an exploratory user study (N=17) in
which participants worked on a document-centered organization
and planning task while changing locations every five minutes. We
examined how these spatial transitions interfered with the task and
identified layout strategies and patterns. From our observations
and participant responses, we derived a set of design guidelines to
inform the development of future XR knowledge work systems in
mobile contexts.
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1 Introduction
The newest head-mounted display (HMD) generation for Extended
Reality (XR, including technologies from VR to AR) promises spatial
computing [52] as a new way to perform knowledge tasks. Using
high-resolution displays and precise head and body tracking sup-
ports the creation of virtual workspaces with renewed flexibility
of when, how, and where to work. Rather than being confined to
a fixed office space, HMD users can work anywhere, even on the
go [21]. This option does not make traditional offices irrelevant.
Modern work forms such as home offices, co-working spaces, and
open floor plans afford more personalization and flexibility [24].

Assuming that XR will be part of this transformation, we must
understand how people want to work in dynamic and transitional
spaces. One of the emerging challenges concerns working with
document collections and layouts, a common foundation of knowl-
edge work tasks [27, 45, 46]. Previous research has shown that
using the physical environment to lay out digital content may help
organize information, build a mental model of digital structures,
and remember where elements are located [32, 33, 53]. However,
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settling on a particular spatial layout is not trivially compatible
with dynamic spaces and mobile use. Previous work has explored
how spatial layouts could be automatically adapted to changes in
physical location [29, 39]. However, the effects of frequent changes
while working on a realistic knowledge task in XR have not yet
been well studied.

In this paper, we explore how document-centered tasks are af-
fected by changes in spatial context. We focus on how users arrange
or rearrange documents, what types of layouts they prefer, and how
this behavior aligns with location changes. To investigate this ques-
tion, we conducted an exploratory user study with 17 participants.
We asked them to work on a complex task with a set of documents
in a video-see-through XR (VST-XR) setting. Participants could
freely organize documents in layouts, combining world-referenced,
body-referenced (i.e., stationary to the user), and surface-referenced
layout types. Every five minutes, we asked them to change location,
artificially interrupting their tasks and forcing them to adapt to
a new physical environment (see Figure 1). We identified distinct
layout patterns, several strategies for organizing documents over
time, and requirements for document-centric knowledge work in
VST-XR. With these insights, our work complements prior research
on layout strategies in dynamic work spaces and informs the design
of future extended reality knowledge work systems. Furthermore,
we also contribute our experimental task design and the associated
set of documents, available in the supplemental material, which
support researchers conducting future studies in this area.

2 Related Work
Ourwork is related to existing research investigating howXR can be
used for productivity tasks in general and how people lay out digital
documents in XR, set up workspaces, and use the environmental
context.

2.1 XR for Productivity
In recent years, XR has gained increasing popularity as a tool for pro-
ductivity. Recent commercial devices have been advertised explic-
itly for productivity, such as the Apple Vision Pro1, Lenovo Think
Reality glasses2, or Sightful’s Spacetop3. In addition, research has
demonstrated advantages of using XR as a productivity tool, such
as reducing visual distraction by placing virtual boundaries [30, 48],
or increasing privacy when, for example, entering passwords [49].
XR has also been shown to directly support productivity tasks
such as working with spreadsheets [20] and presentation slides
[2], note-taking [47] and sense-making tasks [33], or collaborative
tasks such as code editing [12] and data analysis [6]. Specifically,
the increased display space has been studied as a major advantage
for productivity [33, 46]. More recent work has also shown the
feasibility of using XR as a productivity tool in ecologically valid
use cases [34, 37], even on a regular basis [3, 8, 22]. However, in
these prior studies, participants were generally exposed to a static
experience. Although the surroundings changed slightly, such as
in public settings [1, 45], the participants remained where they

1https://www.apple.com/de/apple-vision-pro/, last accessed August 27th, 2025
2https://smartsupport.lenovo.com/us/en/products/smart/arvr/thinkreality-
a3/downloads/ds549422, last accessed August 27th, 2025
3https://www.sightful.com/product, last accessed August 27th, 2025

initially set up their virtual content. Therefore, we believe there
is a research gap regarding work sessions interrupted by location
changes, which are likely to occur frequently in new forms of work.

2.2 Spatial Layouts
Prior work has examined various strategies for placing content in a
3D space. Ens et al. [14] describe different dimensions for designing
2D workspaces in 3D. Among others, the dimensions include prox-
imity, input mode, discretization, and perspective. The perspective
can be user-referenced (egocentric), meaning that content moves
along with the user, or world-referenced (exocentric), meaning that
content is anchored in a world-based reference frame.

Luo et al. [42] identified three spatial layout patterns (panoramic
strip, semi-cylindrical, furniture-based) in a study in which par-
ticipants should collaboratively categorize images. Furthermore,
Luo et al. [41] found that participants preferred to anchor doc-
uments at specific locations, including physical objects and the
participants’ bodies. Cho et al. [9] conducted an elicitation study in
which participants created layouts in four different environments.
However, participants did not actively work on a realistic task and
thus just tried to imagine a good layout. Lucero and Vetek [40]
conducted a study in which participants walked on campus and a
busy street wearing AR glasses that provided them with real noti-
fications. Davidson et al. [11] investigated how knowledge work
in immersive VR spaces evolves over several sessions. None of
these works considers the change of location. In contrast, our work
focuses on frequent location changes.

2.3 Adaptive Layouts
Automatic interface adaptations maymake relocations easier for XR
users. Previous work has looked at how pre-defined states can be
used to place virtual content accordingly [19]. It is also a common
approach to consider the user’s movement and the affordances of
the physical environment when optimizing interface placement [28,
29]. Cheng et al. [7] propose a system that considers the semantics
between virtual content and possible placement locations.

Evangelista et al. [17] presented a toolkit for combining different
adaptation objectives. Based on this toolkit, and by employing a
vision-and-language model, Li et al. [31] present a system that
considers environmental and social factors when placing virtual
interfaces in real-world surroundings.

Other researchers are taking user behavior over a certain time
frame into account to optimize the positioning of virtual displays
[18, 36] or use reinforcement learning to automatically adapt con-
tent placement [35].

Previous work has also investigated different adaptation strate-
gies. For example, Lu and Xu [39] found that a semi-automated
approach to transitioning the UI to a different location was pre-
ferred over a manual and fully automated approach. Similarly, Lu
et al. [38] compared systems that open all, some, or none of the
previous apps after switching locations, and found no clear choice
that works for all scenarios. Jannat et al. [26] explored whether a
manual, semi-automatic, or automatic approach was preferred to
transition interfaces between mid-air, arm, and table, and found
that semi-automatic was preferred. Ens et al. [15] propose a transi-
tion from a body-centric layout to a world-referenced layout after
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transitioning to a new location. Niyazov et al. [43] used natural
hand gestures to allow users to guide layout optimization, such as
defining attractive edges or exclusion surfaces.

However, this work does not focus on making a better adap-
tive interface. Instead, we use a prototype that provides simple
adaptation to new locations (body-centric moves with the user,
world- and surface-centric reappears when the surface is selected).
We primarily examine how participants react to location changes
in a real-world task. Specifically, we are looking at whether they
rearrange content, if their arrangements depend on the physical
surroundings, and how they imagine the system should adapt.

3 User Study
Our study investigates how people interact and work with docu-
ments in VST-XR when they are forced to change their location
frequently. Specifically, we are interested in which types of layouts
participants prefer and how they adapt to the location changes. To
investigate this in detail, we conducted an exploratory user study.
The study was approved by the Committee for Responsibility in
Research of the University of Stuttgart and took place in several
locations within our institute building.

3.1 Goals and Overall Study Design
Our study design was informed by a set of guiding research ques-
tions:

RQ1: What layout types are used to arrange documents? Prior
works have shown that users may prefer document arrangement
in circular or spherical layouts around them [10], but also that
surfaces and furniture are used to group documents by content [42].
Consequently, we are interested in the layout strategies for our
setup. We support world-referenced, body-referenced, and surface-
referenced layouts of documents in our study.

RQ2: How do location changes and interruptions influence work-
flows? Dynamic, mobile work may lead to an increased frequency
of location changes. One of the main research questions guiding
our study is how these transitions affect the work. Thus, the proce-
dure includes frequent location changes every five minutes, forcing
participants to adapt to various new environments.

RQ3: How do layout strategies change over time? Unlike most pre-
vious work, we are specifically interested in how layout strategies
develop over time, particularly when users have changed locations
and might realize that their initial strategy is not optimal. We de-
signed our study so that locations would be revisited, allowing
participants to rethink their strategies continuously over time and
in regard to specific locations.

To answer these questions, our study design has individual users
working with sets of digital documents in VST-XR. Their contin-
uous work session is interrupted by forced location changes that
do not or only incidentally coincide with finished sub-tasks. The
participants worked in three different locations: a meeting room, a
seating area with a coffee table, and a standing table (see Figure 2).
These locations were chosen as realistic representations of the work-
places people might use in future XR productivity tasks. Through
observations, logging of interactions, and post-study interviews,
we gain insights that further our understanding of knowledge work
in novel XR workspaces.

Figure 2: The three locations that we used in our study, in-
cluding sketches of the floor plans. The red dots indicate
typical positions of the participants during the study.

3.2 Study Task
To get a meaningful idea of how participants use the systems, we
decided to employ a task that provides a high degree of ecologi-
cal validity. Similar studies regarding the public use of XR devices
[27, 45] had participants organize conference and lecture schedules,
considering floor plans and schedules. We followed this style of
task, but increased the number of documents to 11 (compared to
six documents in the work of Pavanatto et al. [45]). In our task,
participants play the role of event organizers and receive requests
from people, such as visitors, that they need to answer by con-
sulting at least two of the documents. These documents include
a map of the city that hosts the event, the bus schedules for two
bus lines, information on two different hotels, event schedules for
four locations (museum, school, city hall, church), and detailed
information for two places that host markets (see Figure 3). Both
the eleven documents and the requests were provided as websites
that could be displayed in our application. Similar to Kaeder et al.
[27], we provided participants with only two responses to choose
from (mostly yes/no) to avoid the use of a keyboard and extensive
text entry.
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Figure 3: A selection of the documents presented to the par-
ticipants during the study, such as a city map, the schedule
of a bus line, a schedule for events happening in the school,
and information about a market taking place in the park.

3.3 Apparatus
For our study, we used the Meta Quest 3. It offers a video-see-
through mode with 18 PPD (pixels per degree) and a display resolu-
tion of 2064 × 2208 per eye. We implemented our study prototype in
Unity 64, using the Meta XR All-in-One SDK5. All interaction in the
prototype is done through direct manipulation (poke, grab) using
the built-in hand tracking. We implemented interactive situated
content containers based on the TLabWebView6 Unity plugin, giv-
ing us the flexibility to show arbitrary web content. Users can use
touch interaction to scroll through the documents or tap buttons
or links. The documents have a size of 18.5 cm × 18.5 cm and are
initially placed one behind the other, limiting their visibility (see
Figure 1, left). They can be freely moved around by grabbing and
placing them in space. Any document placed like this will remain
in this position, allowing for world-referenced layouts. In addition,
we support surface-referenced layouts: Similarly to TriPad [13], an
anchor can be placed by using a three-finger gesture on a surface,
which defines a plane on which two layouts can be filled with doc-
uments. Finally, to support body-referenced layouts, we placed eight
layouts in a ring around the user. They are attached to the camera
rig of the scene and thus follow the user. However, their rotation is
world-locked, allowing the user to turn around to access content
behind them.

For each type of layout, additional documents can be added
by dragging them onto the existing layout. Drag-and-drop also
allows for reordering documents in a layout. To support transitions
between locations, the surface anchors are used: When a user places
a new anchor, all world-referenced documents are moved from the
old anchor to the same position relative to the new one; all surface-
referenced documents are transferred to the new surface layouts,
and all body-referenced layouts are rotated towards the new anchor.
This behavior allows users to continue their work with minimal
4Unity 3D Engine: https://unity.com
5Meta XR SDK: https://developers.meta.com/horizon/documentation/unity/unity-
sdks-overview
6TLabWebView: https://github.com/TLabAltoh/TLabWebView

Table 1: Order of the three different locations for each par-
ticipant. ST: Standing Table, SA: Seating Area, MR: Meeting
Room

1st 2nd 3rd 4th 5th
location location location location location

P6, P11, P17 ST SA MR SA ST
P1, P7, P12 ST MR SA MR ST
P2, P8, P13 MR ST SA ST MR
P3, P14 MR SA ST SA MR

P4, P9, P15 SA MR ST MR SA
P5, P10, P16 SA ST MR ST SA

interruption. We believe that this represents a realistic trade-off
between fully automatic layout adaptation and manual content
placement for changing spatial contexts.

3.4 Procedure
At the beginning of each study session, participants completed a
consent form and a demographic questionnaire. Then, the system
and the task were explained to them, supported by video snippets
that showed the interaction possibilities. Afterwards, participants
could try out the system in a training task using different documents.
Then the actual task started at the first location. Participants had
five minutes to work on the task before being asked to move to
the next location, where they could continue where they left off.
Overall, participants completed five five-minute sessions in three
different locations (meeting room, seating area, standing table, as
specified in section 3.1). Participants moved from the first to the
second to the third location, back to the second, and then to the first
(see Figure 1). This order means that participants experienced new
locations, old locations they had visited recently, and old locations
they had visited a little longer ago. The order of the locations was
counterbalanced between the participants to alleviate any effects
the different locations might have. These orders are displayed in
Table 1. During transitions, each a short 1-2 minute walk, less-
experienced participants removed theHMD for safety reasons. After
arriving in the new location, participants placed the spatial anchor,
resetting the document locations as described above. After all five
sessions were completed, participants answered questionnaires, and
we conducted a short interview to get more detailed insight into
the participants’ experiences. The study lasted about 60 minutes,
and participants were compensated with 15 Euros.

3.5 Measures
We recorded videos of the study with the Quest’s screen-capturing
function and tracking data for the head, hands, and all documents,
as well as interaction events. Furthermore, we collected subjective
data through several questionnaires: We used the System Usability
Scale [4] to verify the general usability of our prototype. We also
used the NASA TLX questionnaire [23] to gauge the physical and
mental demands of the task. In addition, we asked participants a
range of questions about their experiences during the study, such
as their content placement strategies and their impression of the
system. Finally, we conducted a short interview asking for insights
about the location changes, the task, and content placement. All

https://unity.com
https://developers.meta.com/horizon/documentation/unity/unity-sdks-overview
https://developers.meta.com/horizon/documentation/unity/unity-sdks-overview
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additional questions and interview questions can be found in the
supplementary material.

3.6 Participants
Participants were recruited through university mailing lists. 17 par-
ticipants (4 female, 13 male) completed the study successfully. The
participants’ average age was 25.4 years (𝑠𝑑 = 2.0). All of them
were students or employees of the University of Stuttgart with a
technical background. On a scale from 1 (None) to 5 (Extensive),
participants’ average experience with AR was 2.7 (𝑠𝑑 = 0.8). Three
participants reported using XR for productivity tasks before, but
only in the context of prior studies they participated in. All par-
ticipants had normal or corrected-to-normal vision, and five wore
glasses during the study.

4 Results
After viewing several video recordings of the study, two of the
authors decided on a list of characteristics that can be observed and
coded in the videos. These include observed types of layouts, the
amount of movement by the participants, their posture, the num-
ber of containers in layouts, etc.7 They then compared results for
one video to ensure good inter-coder reliability, before each coder
coded half of the remaining videos. Event logs were analyzed using
spreadsheet software. We used the MIRIA toolkit [5] to analyze the
tracking logs and visualize how the layouts evolved.

In the following paragraphs, we present the combined obser-
vations from the questionnaires, video recordings, log data, and
participant responses during interviews.

Usability. On average, the participants rated the usability of
the system (SUS) [4] with 66.8 (𝑠𝑑 = 16.7), which can be considered
average. Post-study interviews confirmed that touch interaction
within the documents was cumbersome, and several participants
explicitly mentioned that they had problems scrolling and selecting
the answers (P9, P19, P13, P17).

Task Load. The answers to the NASA TLX questions [23] indi-
cated a relatively high perceived task load. Participants rated the
mental demand as 79.7 of 100 (𝑠𝑑 = 15.9), the physical demand
51.8 (𝑠𝑑 = 24.5), the temporal demand 47.4 (𝑠𝑑 = 26.4), effort 73.2
(𝑠𝑑 = 16.3), and frustration 45.3 (𝑠𝑑 = 33.7). The average perfor-
mance rating was 47.9 (𝑠𝑑 = 28.5) (100 being the best). These values
indicate that our task was sufficiently demanding to force partici-
pants to engage with the document content, and that the location
changes likely induced some time pressure.

Effects of Spatial Transitions. In the questionnaire, partici-
pants indicated whether they focused more on neatly positioning
the windows (1) or more on answering the questions quickly (5).
The results are depicted in Figure 4 along with participants’ agree-
ment to a range of statements about their experience with the
system (1: totally disagree, 5: totally agree). The answers indicate
that most participants found it easy to arrange the content, and it
also helped them answer the questions.

7Please also refer to the supplemental material.

0 2 4 6 8 10 12 14 16
Number of responses

 2 3 4 5
... neatly

positioning
windows

... answering
questions
fast

I mainly focused on ...

0 2 4 6 8 10 12 14 16
Number of responses

 1 2 3 4 5totally 
disagree

fully 
agree

Location transitioning was very much interfering with the task.

0 2 4 6 8 10 12 14 16
Number of responses

 1 2 3 4 5totally 
disagree

fully 
agree

After transitioning, I had to start over with the current question.

0 2 4 6 8 10 12 14 16
Number of responses

 1 2 3 4 5totally 
disagree

fully 
agree

After transitioning, all content was in places where I expected it to be.

0 2 4 6 8 10 12 14 16
Number of responses

 2 3 4 5totally 
disagree

fully 
agree

I found it easy to arrange the content to my liking.

0 2 4 6 8 10 12 14 16
Number of responses

 1 2 3 4 5totally 
disagree

fully 
agree

I arranged the content in a similar way in all locations.

0 2 4 6 8 10 12 14 16
Number of responses

 1 2 3 4 5totally 
disagree

fully 
agree

I very much considered the physical environment when placing content.

0 2 4 6 8 10 12 14 16
Number of responses

 3 4 5totally 
disagree

fully 
agree

Organizing the content helped me answer the questions efficiently.

Figure 4: Participants’ agreement (1-5) to a range of state-
ments regarding their experience during the study.

From our observations in the videos, we conclude that 15 par-
ticipants only made minor adjustments to the layouts after transi-
tioning to a new position. These were mainly caused by physical
constraints, such as the world-referenced documents being inside
a physical object or too high or low (because they are positioned
relative to the table in the previous location). However, the results
were mixed in the questionnaire when asked whether the content
placement was as expected after moving to a new location. This
observation indicates that “ideal” content placement could be very
subjective. Five participants (P1, P4, P8, P10, P17) specified in the
interview that only minor adjustments were needed, and three par-
ticipants (P12 - P14) had to make some more adjustments because
the documents were in different places.

Consequently, we also found mixed results when asking partici-
pants whether the transition interfered with their task progression.
In the interviews, four participants (P1, P8, P11, P16) had a hard
time remembering their progress on the current question, while
others (P2, P3, P5, P9, P10, P13 - P15, P17) said it did not influence
them at all. P4 and P6 had no problem continuing their train of
thought, but had to adapt to the new position of the documents.

Suggested Improvements. When asked about their ideal con-
tent placement after transitioning, four participants (P1, P4, P5,
P9) mentioned that the relative positions should be kept. P5 speci-
fies that this includes users and documents, but the physical room
does not matter. P6 mentions that, at the same location, the posi-
tioning should be exactly the same. P16 would like to place every-
thing around him, i.e., body referenced. Others (P1, P3, P8, P10)
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Figure 5: Example of half-circle layout, being extended into
a full circle over time (P9). The first row shows data recon-
structed from the logs, the second row shows frames of the
recorded video. Times are not synchronized.

specifically criticized the placement of world-referenced content as
sometimes inconsistent.

Features that several participants found missing included 2D
layout templates (P1, P3, P15), a resize or zoom functionality (P5,
P9, P13 - P15), and moving all objects in a layout at once (P5, P8,
P14). Several participants also had problems with mid-air touch
interaction (P2, P8, P11), and P8 suggested improving this through
audio feedback. Other suggestions included vertical layouts (P5),
customizing the distance of body reference layouts (P1), and the
possibility to hide everything (P1).

Frames of Reference. According to the log data, body- and
world-referenced layouts were the most common, accounting for
48% and 45% respectively, of the average time that documents spent
in any layout. Surface-referenced layouts were rarer, with approx-
imately 7%. However, personal preferences are very diverse. For
example, six participants did not use surface layouts at all. P5 used
almost exclusively (94%) world-referenced layouts, P15 used mostly
(around 82%) body layouts, and P17 used the three layout types
more balanced (world: 34%, body: 33%, surface: 33%). This find-
ing is in contrast to how participants ranked the layouts in the
questionnaire according to their preferences. Eight participants
ranked body-referenced as highest; six, surface-referenced, and
three, world-referenced.

Posture and Movement. In total, participants completed 85
five-minute sessions. In 67 sessions (79%), participants were only
standing, even though seating was available in both the meeting
room and the seating area. In 46 sessions (54%), participants only
performed small movements (no obvious steps or unnatural rota-
tions). In 31 sessions (36%), they performed rather large rotations,
which most likely involved at least the upper body, and, in eight
sessions (9%), participants walked back and forth to inspect docu-
ments. Interestingly, several participants (P3, P5) reported in the
interview that they moved their body rather than repositioning the
content.

Layout Arrangement. Generally, we observed five main layout
strategies: a half-circle (Figure 5, left), a full-circle (Figure 5, right),

Figure 6: Example of a linear layout, being extended into a
multi-row layout over time (P6). The first row shows data
reconstructed from the logs, the second row shows frames
of the recorded video. Times are not synchronized.

Figure 7: Example of a loose or irregular layout over time
(P8). The first row shows data reconstructed from the logs,
the second row shows frames of the recorded video. Times
are not synchronized.

linear layouts (Figure 6, left), multi-row linear layouts (Figure 6,
right), which are sometimes combined with half-circle layouts,
and loose or irregular layouts (Figure 7). Circular layouts roughly
correspond to cylindrical layouts [10] or panoramic strip patterns
[42] observed in prior works. Most of the participants (12) started
with a half-circle layout, two started with a linear layout, two with a
loose layout, and one participant with a full-circle layout. However,
in the last session, only four participants still used the half-circle
layout. Of the ones who started with a half-circle, five transitioned
their layout into a full-circle, two shifted to a loose layout, and one
to a linear one. The two participants starting in the linear layout
both transitioned to a multi-row or compound layout. One of the
two who started with a loose layout kept it; the other ended up
with a linear layout. The person with the full-circle layout stuck
with it until the end.

The number of documents placed in a single layout varied con-
siderably between participants, but also between sessions, with
a minimum number of 1, a maximum of 8, and an average of 3.3
(𝑠𝑑 = 1.3).
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Grouping. Participants reported different strategies for content
placement. Some participants reported that they arranged content
similarly in all locations, while others did not (see Figure 4). During
interviews, participants generally described two main strategies:
sorting by content type (P1, P3 - P5, P7, P9, P13, P14, P16) and sorting
by currently needed documents (P1 - P3, P6, P9, P12, P16, P17). As
indicated in the questionnaire, these strategies could change over
time. For example, P1 changed from content to needed strategy,
while P9 and P16 changed from needed to the content strategy, and
P3 employed a mixture of both.

In the videos, we observed that two participants clearly grouped
by content, 10 participants seemed to group content occasionally,
while five participants apparently did not group the content in any
way. However, there is significant uncertainty in these observations,
as we cannot infer from the videos whether the participants had
an underlying plan, specifically for the needed strategy.

It was apparent that 10 participants kept the questionnaire (or-
ange document in Figures 5, 6, 7, 8, and 9) in a separate layout
throughout the study, probably to keep it always in sight. Two kept
it separate for a while, and five did not handle it differently from
the other documents.

Physical Environment. From the questionnaire, we also see
mixed results on whether participants considered the physical en-
vironment when placing content (see Figure 4). However, during
the interviews, most of the participants stated that they did not
consider the properties of the physical environment in any way
(P4 - P10, P13 - P15, P17), which may be partially explained by the
lack of semantic coupling between the documents and the environ-
ments. Also, the observations mentioned above indicate that layout
strategies were more task-driven than environment-driven. P1, P11,
and P12 only mentioned considering their own ergonomics, and
P1, P2, and P16 liked the table. Over time, P16 forgot about the
table and placed the documents everywhere. P3 first sat down in
the seating area but later stood up again, when the space between
the sofa and the table became too restrictive.

5 Discussion
In this section, we summarize the results of our study in relation
to our guiding research questions, derive an initial set of design
guidelines, and discuss the limitations of our work.

5.1 Research Questions
RQ1: Overall, we saw a large variety of distinct layouts. The lay-

outs used by our participants are mostly consistent with what has
been reported in prior work [10, 42], e.g., regarding circular and half-
circular layouts (Figure 5), which have been investigated, among
others, by Ens et al. [16]. However, we also saw linear layouts (Fig-
ure 6), which may have been supported by our automatic snapping
of documents. In contrast, we observed fewer surface-referenced
or environmental layouts than expected, although some loose or
unstructured layouts could be interpreted as this (Figure 7). While
it is clear that the chosen layouts were influenced by the prototype
design (e.g., snapping of documents to arbitrary surfaces [44] might
motivate people to use the environment more), this observation
could also indicate that for mentally demanding tasks under time
pressure, users care little about surfaces as document anchors, even

in augmented reality. This behavior is corroborated by question-
naires and interviews, which show that many participants ignored
the environment, and contrasts with some earlier findings, such as
those by Luo et al. [42] who found that participants used physical
surfaces to organize content.

RQ2: As expected, we observed some individual differences in
how location changes interfered with task completion. Overall, a
majority of participants neither reported that they had to start over
with the current question nor that location changes had strong
interference with the task in general. However, some mentioned
the need to adapt the layout to the new environment, such as when
table heights did not fit their preferred position or if documentswere
positioned too close to physical objects. These findings indicate
that, for the short interruptions in our study, no “mental reset”
was necessary. Still, it underlines the importance of rapid setups
or adaptive layouts [31, 35, 39] to continue tasks promptly after
location changes.

RQ3: Over time, many participants “completed” layouts that they
started earlier. For example, Figure 8 shows how P2 started with
a half-circle layout and some smaller linear layouts, but gradually
changed to a full-circle layout and later partially broke this layout
again. In contrast, Figure 9 shows P17 building and refining a multi-
row linear layout over time. This observation suggests that people
iterate or optimize their chosen layouts over time. This is in line
with findings for longer, multiple-session work in VR, investigated
by Davidson et al. [11]. Interestingly, even in our VST-XR setting,
such changes were less motivated by the environment, but more
by the relevance of a document at a given time or the general level
of clutter.

5.2 Recommendations
Support both world- and body-referenced arrangements. As body-

and world-referenced layouts are used the most, we recommend
explicitly supporting these layout container styles. While this may
seem obvious, many prior works investigating layout strategies
have not considered body layouts [9, 10, 42]. These layouts follow
the user, providing convenient, location-independent access. Still,
they do not scale as well with many items and may leave documents
at uncomfortable distances to the user for interaction, or lead to
occlusions. We saw the use of body layouts even when moving
between clusters of world-referenced documents at a single location,
suggesting a need for them even if world-referenced layouts are
precisely and reliably tracked. This use of body layouts may suggest
quick-access usage, similar to virtual toolbelts [51], and future work
in multi-user settings should investigate the interplay with the
notion of personal territories, a concept also known from other
technical setups, including tabletops [50] and AR-extended display
walls [25].

Allow for arbitrary changes of layouts. The personal workspaces
that the participants in our study constructed continued to evolve.
In many cases, they changed to entirely different layout structures.
Consequently, for work with medium or large amounts of docu-
ments, we recommend not forcing users into predefined or inflexible
layouts. Furthermore, automatic layout adaptations should consider
not only changes to physical environments, but also that users will
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Figure 8: Layout progression of a circular layout over the five locations (P2).

Figure 9: Layout progression of a multi-row linear layout over the five locations (P17).

create and modify layouts over time, which prior research often
does not take into account (e.g., [29, 31]). Still, as we saw with our
linear layouts and snapping, users like assistive layout techniques,
and in fact, some asked for more layout options. Balancing between
the expressiveness of manual layouts and the efficacy of automation
remains a worthwhile research direction.

Ensure user control in adaptive layouts. Unless virtual content is
strongly semantically coupled to physical objects, typical workspaces
of knowledge workers need to “follow” users to new locations. That
means they have to adapt to the available physical restrictions (for
example, ensuring that the user can see and reach all layouts), while
ensuring the continuity of the previously created layout. This high-
lights the need for powerful adaptive layout techniques. However,
in our study, we saw that users want to use their workspaces from
whatever position they find suitable, not limiting themselves to a
predetermined main viewing direction. Therefore, we emphasize
that adaptive layout techniques must provide easy ways for the
user to change the orientation of documents and arrangements.
Even though future automatic content placement strategies may
become better at inferring a user’s intentions, the fine nuances of
highly task and context-dependent user preferences will remain
elusive. For example, strategies such as transitioning from body-
referenced to world- or surface-referenced automatic layouts, as
proposed by Ens et al. [16], do not align with how our participants
actively worked with multiple documents.

5.3 Limitations and Future Work
Our study has some limitations that can be addressed in future
work. First, the number of participants was rather low, and, unfor-
tunately, our sample was not fully gender balanced. In addition, all
participants were of similar age. Also, as suggested by the partici-
pants (see Section 4), in future work, we will further improve our
prototype. For practical reasons, all study locations were within
our institute building to minimize travel time, and task sessions
were limited to five minutes to keep the study duration at a reason-
able length. In future work, we will explore such a system in more
diverse locations and extend the study to longer sessions, possibly
expanded over several days. Additionally, our findings are poten-
tially influenced by the task characteristics, so in future prolonged

studies, we will test various task types. Finally, the data from our
log files are only approximations, as, due to technical restrictions,
transitions between locations are not fully removed. Furthermore,
there might be a slight bias, because documents always start in a
default location in world-referenced layouts.

6 Conclusion
In this paper, we present insights from an exploratory study in
which participants worked on a document-centered organization
and planning task in VST-XR while repeatedly changing their lo-
cations. We observed that, similar to prior work in static scenar-
ios, participants used a variety of layout strategies for placing the
documents, such as circular or linear layouts in a world- and body-
referenced manner. Yet, they rarely placed documents in surface-
based layouts. In contrast to prior studies the questionnaires and
interviews suggest that the physical environment played no major
role in their placement strategies and that the layout modifications
were more likely caused by the task requirements than the physical
environment. Although the task was rated somewhat demanding,
most participants did not find the transition very disruptive to the
task and only required minor adjustments to the layout. Overall,
layout strategies and preferences seem highly subjective, and sys-
tems should therefore provide different options for placing content,
allow further changes to adapt to evolving task requirements, and
provide the features to restore a previous layout quickly.
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